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1 Introduction.

In response to Russia’s military operations in Ukraine, G7 countries and other allies
(“the Alliance”) have imposed a cap on the price at which Russian firms can sell the oil they
supply using key Alliance inputs (e.g., shipping and insurance).! The price cap is intended
to reduce the (tax) revenue that Russia has available to finance its operations in Ukraine?
without causing the sharp increase in the world price of oil that would likely arise if the

Alliance were to withhold its inputs from Russian oil suppliers altogether.?

Using price caps to reduce the (tax) revenue that accrues to a sanctioned nation is a
relatively novel undertaking,* and so has received little formal analysis to date. The primary
analysis of this issue has (appropriately) examined the effects of price caps on non-renewable
resources. Johnson, Rachel, and Wolfram et al. (2023a) (hereinafter JRW) demonstrate
that an exogenous price reduction often encourages a producer to increase its supply of a
non-renewable resource. A lower price reduces the value of the remaining reserves, thereby
enhancing incentives for current extraction and sale of the resource.” It follows that the
imposition of a binding cap on the price at which a supplier can sell a non-renewable product

can induce the firm to increase its current supply of the product.

The present research is intended to complement JRW’s important work by examining the
effects of imposing a price ceiling on a product supplied by a “rogue” supplier (R), even if
the product is not a non-renewable resource. Historically, restrictions have been imposed on
many different types of exports. For example, the U.S. has restricted the flows of a broad

spectrum of goods and services to and from many countries, including Cuba, Iran, Libya,

ISee Wolfram et al. (2022), Baumeister (2023), Horwich (2023), and Johnson et al. (2023a) for details.

2Johnson et al. (2023a, p. 3) observe that “The price cap has two main goals. First, it is an integral part of
a broader sanctions package designed to reduce Russia’s foreign exchange revenues and reduce its capacity
to wage war in Ukraine. ... The second goal of the price cap was to make it possible for Russian oil to stay
on the world market.”

3 “Without the price cap policy, many analysts predicted that the EU embargo and services ban would
prevent Russia from exporting 1-2 mbpd of oil, potentially increasing oil prices significantly and, in turn,
adding to global inflationary pressures” (Wolfram et al., 2022, pp. 4-5). “[I]f Russian oil doesn’t get to the
market somewhere, then there’s a global shortfall that would have significant ramifications for the price”
(Horwich, 2023, p. 1).

4Neil Mehrotra, one of the architects of the cap on the price at which Russian oil can be sold, observes that
“The price cap is an entirely novel effort. Typically, U.S. sanctions have been just outright prohibitions
on certain types of business with certain entities. The price cap is novel in that we are trying to facilitate
trade, but only under certain terms. ... I think this is definitely a new front in the tools of economic
statecraft” (Horwich, 2023, p. 5). Johnson et al. (2023a, p. 16) observe that “The price cap on Russian oil
reflects a novel approach to sanctions and the world is just beginning to understand its impacts on Russian
oil revenues, geopolitical alignments, and oil trade.”

®Also see Johnson et al. (2023b).



North Korea, and South Africa.® In principle, corresponding future restrictions might take
the form of price restrictions rather than quantity restrictions. Therefore, it is important to

understand the likely effects of price restrictions on a wide variety of products.

If all prices were exogenous in our static model, a binding ceiling on the price at which
R can sell the product it supplies using an Alliance input would induce R to reduce its
supply of this product.” Thus, there is no natural tendency for a binding price cap to induce
expanded supply in our model, in contrast to JRW’s model. Nevertheless, when prices are
endogenous in our model,® the imposition of a price cap can induce R to increase its supply of
the product, and thereby reduce the (unrestricted, endogenous) world price of the product.’
These potentially counterintuitive findings arise because, in the presence of a binding price
cap, an increase in R’s output no longer reduces the price at which some of R’s output is
sold. This reduced exposure to the key deterrent to output expansion induces R to increase

its output.!”

Even as R’s increased output reduces the world price, it can increase R’s revenue. Con-
sequently, a price cap can have two effects that differ from the effects typically recognized
by policymakers. First, a price cap can reduce, not increase, the world price of the product
in question. Second, a price cap on a portion of a sanctioned supplier’s output can increase,
not reduce, the supplier’s revenue. These findings imply that the optimal design of a price
cap entails important subtleties even in the absence of the intertemporal considerations in
JRW’s analysis.

We show that the subtle qualitative effects we identify can be economically significant un-
der arguably plausible conditions. Specifically, modest reductions in the price cap below the
prevailing world price of the product can cause R’s revenue to increase substantially. Conse-
quently, relatively stringent price caps can be required to reduce R’s revenue. Furthermore,

even stringent price caps can cause the world price of the product to decline.

We also characterize the price cap (p*) that maximizes the difference between consumer

6See U.S. Senate and House of Representatives (1986) and U.S. Government Accountability Office (1987,
1988, 2007, 2010, 2015).

"See Sappington and Turner (2023) for a formal proof of this conclusion.

8The uncapped equilibrium price of the product is affected by the strategic output decisions of industry
suppliers in our model.

9The unrestricted world price is the price at which suppliers other than R sell the product. It is also the
price at which R sells the output that it produces without using an Alliance input.

10Tn this respect, a price cap functions much like forward contracting (i.e., arranging to deliver future output
at a fixed price that does not vary with the (spot) price that ultimately prevails). Allaz and Vila (1993)
demonstrate that forward contracting can enhance incentives for output expansion by Cournot competitors.
It can be shown that a corresponding effect arises in our model even if R is a monopolist.



surplus and a multiple (d > 0) of R’s revenue. We demonstrate that the welfare-maximizing
price cap often is well below the uncapped price of the product. We also demonstrate that
the optimal price cap can increase welfare substantially under arguably plausible conditions.
In addition, we show that welfare under p* is higher than when the Alliance refuses to supply
its input to R if: (i) d is sufficiently small; or (ii) access to the Alliance input reduces R’s
marginal cost sufficiently. In contrast, such a refusal can maximize welfare if conditions (i)
and (ii) do not hold.

Our analysis and JRW’s analysis are related to Sturm (2022a)’s analysis of the design
of tariffs and taxes that maximize the welfare of a home country for any level of welfare
reduction imposed on a sanctioned country.!! However, our work differs substantially from
Sturm’s analysis in part because the suppliers in Sturm’s model are price takers.'? Conse-
quently, the key considerations that underlie our primary findings do not arise in Sturm’s

model.!?

The analysis proceeds as follows. Section 2 describes our model. Section 3 identifies
conditions under which a binding price cap increases R’s revenue and reduces the uncapped
price of the sanctioned product. Section 4 examines the welfare-maximizing choice of a price
cap. Section 5 summarizes our key findings and suggests directions for future research. The

Appendix provides the proofs of all formal conclusions in the text.

"'We share JRW'’s focus on the effects of a price cap rather than the effects of tariffs and taxes. However, we
abstract from the stochastic prices, risk aversion, and degree of intertemporal elasticity of substitution that
underlie JRW’s key findings. We focus on the strategic interaction between the sanctioned supplier and
a non-sanctioned supplier, both of which have market power. JRW explain that they “do not model the
strategic interaction between Russia and other global producers, [although their] model features parameters
that reflect the responsiveness of other producers, such as OPEC, to shocks originating from Russia or
elsewhere” (p.4) In contrast to JRW, we also examine the design of a welfare-maximizing price cap.

12Wachtmeister et al. (2022) also abstract from strategic oligopolistic interactions among suppliers. The
authors compare the effects of price restrictions and quantity restrictions after estimating prevailing demand
and supply functions. They find that price discounts often are better able than quantity restrictions to
reduce the profits of Russian oil producers without reducing unduly the surplus secured by oil consumers.
Ehrhart and Schlecht (2022) also do not model formally the strategic interactions among industry suppliers.
The authors identify conditions under which a sanctioned supplier will accept the price cap imposed by
buyers of its product.

I3Furthermore, we examine the effects of a price cap on some of R’s output, rather than a tax on all of
R’s output. Sturm (2022b) extends the analysis in Sturm (2022a) in part to examine the design of tariffs
that maximize the difference between the welfare of the home country and a multiple of the welfare of
the sanctioned country. Sturm (2022b) also considers retaliatory tariffs by the sanctioned country. Sturm
(2023) extends his earlier work to focus on how the presence of non-sanctioning countries that can either
purchase the sanctioned product or supply substitute products affects the optimal design of sanctions.



2 The Model.

We consider a setting in which R and a rival producer supply a homogeneous product.
Aggregate (inverse) demand for the product is P(Q)) = a — b@, where a > 0 and b > 0 are

parameters, () is aggregate output, and P(-) denotes price.

The rival’s cost of producing ¢ units of output is C(q) = cq + §q2, where ¢ > 0 and
k > 0 are parameters. R produces g4 > 0 units of output using an input (e.g., shipping
and/or insurance) supplied by an (Alliance) input owner (“A”). R also produces gy > 0

units of output without employing this input.!* R’s corresponding total cost is
/{JR

k k
CH(qa,qn) = caqa+ 7A [ga)” + en gy + 7N [an |* + - (g4 +qn]?. (1)

The parameter k¥ > 0 scales the nonlinear component of R’s “manufacturing” costs, i.e.,
costs that do not vary with the presence or absence of A’s input. k4 and ky (> ka) are
parameters that scale the nonlinear component of R’s “transactions” costs, i.e., costs that
can vary according to whether R’s output is supplied using A’s input. c4 and cy (> ca)
scale the linear component of R’s costs that can vary according to whether R employs A’s
input.'®

To avoid relatively uninteresting outcomes in which some equilibrium output is 0 in the
absence of a stringent price cap, we assume that market demand is sufficiently pronounced
relative to cost, i.e., a > max{¢,cy }. We also assume that costs are sufficiently nonlinear,
ie.,

D = [2b+k] [ky (ka+ k") + kak®] +0ka[30+2k] —0*[b+k] > 0,and  (2)

kal(a—cn)(2b+k) —b(a—c)] > [ex —cal [36° +2b (K +E™) + kK" ]. (3)

The activity in our static model proceeds as follows. First, A specifies the maximum
price, p, at which R can sell the output it produces using A’s input. Then R chooses ¢4 and
qn, and the rival chooses ¢ (simultaneously and noncooperatively). The resulting output,
Q = qa+ qn + q, gives rise to a market-clearing equilibrium price, P(Q). Finally, R sells
gy and the rival sells ¢ at price P(Q). R also sells g4 at this price if p > P(Q). Otherwise,
R sells g4 at price p.

R’s formal problem is:

Maximize Pa(qa+ gy +q)ga+[a—b(ga+aqyv+q)]an — CR(QAyQN)

qa20,qy 20

14 R can procure a substitute, but potentially more costly, input from a supplier other than A.

I5For expositional ease, we abstract from any fixed costs of production.



p if P(Q) =p
where P4(Q) = (4)

P@Q) if P(Q) < p.

The rival’s problem is:

Ma;cir(r)lize l[a—b(ga+av+q)]q — Clq). ()

3 A Price Cap Can Reduce P(()) and Increase R’s Revenue.

Proposition 1 examines the relationships among the level of the price cap (p), the equi-

librium unrestricted price of the product (P(Q)), and R’s output using A’s input (qa).

Proposition 1. There exist values of the price cap, 0 < p; < Dy < D3, Such that, in
equilibrium, qa = 0 if and only if p < py. Furthermore: (i) p < P(Q) if p < Py; (i)
P = P(Q) if P€ (PyDsl: and (iii) p > P(Q) if p > Ps."

Proposition 1 reports that for the highest values of p (i.e., for p > p3), the cap does
not bind, so it has no impact on equilibrium outcomes. As p declines below ps,'" the price
cap binds and the equilibrium uncapped price declines at the same rate that p declines.
Consequently, P(()) = P over an entire range of values, p € (Dy,P5]. As D declines further
(i.e., for p € (p1,p2]), D falls below P(Q), but R continues to supply g4 > 0. For the
lowest values of p (i.e., for p < p1), the price cap remains below P(Q), and the particularly

stringent price cap induces R to set g4 = 0.

To explain the presence of an entire range of price caps for which the capped and uncapped
prices coincide, it is helpful to determine how equilibrium outputs change as the price cap
declines below the level at which it first binds.

Proposition 2. In equilibrium, for p € (P2, ps), Cilq—g‘ <0, dc‘f—g <0, 3—% >0, % <0, and
aP@) _ 4
dp :

Proposition 2 reports that g4 and gy both increase as p declines in [ps, 3], causing
P(Q) to decline at the same rate that p declines. This finding reflects the net impact of two
countervailing effects of a binding price cap. A reduction in p reduces the unit compensation
that R derives from selling g4. The reduced unit compensation induces R to reduce qa,

ceteris paribus. We call this the compensation reduction effect of a binding price cap. A

6The values of P, Py, and Py are specified in the Appendix. We assume that po > ¢ to help ensure that
q > 0 in equilibrium.

175, is the equilibrium price, P(Q), in the absence of a price cap.



countervailing output enhancement effect of a binding price cap also arises. The cap shields
a portion of R’s total output (Q® = g4 + qy) from the key drawback to an increase in QF,
namely the associated reduction in P(Q). The price cap thereby enhances R’s incentive to

increase its output.

When 7 is set marginally below the unrestricted equilibrium price (p5), the impact of
the compensation reduction effect is relatively limited, so the marginally lower price that R
secures for g4 induces a relatively small reduction in qa, ceteris paribus. The predominant
effect of reducing p marginally below p; is to increase R’s output, reflecting the output

t.18 The expanded output reduces P(Q), causing this price to decline at

9

enhancement effec

the same rate that p declines.!

g4 increases further as p declines farther below p;. The increase in g4 increases the
magnitude of the compensation reduction effect, causing R’s profit from supplying ¢4 to
decline more rapidly as p declines. Eventually, the compensation reduction effect outweighs
the output enhancement effect, inducing R to reduce g4 as p declines below p,.* The

corresponding increase in P(Q) causes P(Q) to exceed p when p < p,.2!

Having established how a binding price cap affects equilibrium outputs and prices for

D € (P2, P3), we can determine the corresponding impact on R’s revenue:

V(P) = paal) + P(Q()) an (") (6)
Proposition 3. For p € (p2,p3): (i) V(D) is a strictly concave function of D; (ii) a\g(g) ;
0=p z Pvanr where Dy, yy € [ Py, P3); and (i) Py,py = Dy if @1 > 0, whereas Py, > Do

if &1 <0, where

b2
o, = {kR+2b+k‘} [ka+kn]A+2b[b+k]ca[ky + ]

+[2b(b+k)en +Akn][ka—0] and A = a[b+k]+bc. (7)

Proposition 3 reports that as p declines below p;, a more stringent price cap increases

R’s revenue. Furthermore, R’s revenue increases at a decreasing rate as p declines below p3,

as illustrated in Figure 1.%2

[Figure 1 about Here]

I8 Miller (2023) reports that Russian oil exports have increased since the Alliance imposed its price cap.

YR will not increase its output to a level that causes P(Q) to decline below p. If R did so, the entirety of
its output would be exposed to any reduction in P(Q), which would eliminate R’s enhanced incentive to
expand its output relatively aggressively.

20Lemma 3 (below) establishes that % > 0 when p € (p1,P2).
21Recall from Proposition 1 that P(Q) > p when p < P,.

22 As Figure 1 illustrates, V3(p) continues to increase as p declines below p3 to Py, ar, which: (i) exceeds po

6



R’s revenue increases as p declines marginally below p3 because the relatively pronounced
output enhancement effect of a reduction in p induces R to increase qa relatively rapidly.
R continues to increase ¢4 as p declines further below ps. (Recall Proposition 2.) The
higher level of ¢4 increases the impact of the compensation reduction effect, which causes
R’s revenue to increase more slowly as p declines in (P9, p3 ). Consequently, as conclusion (i)

in Proposition 3 reports, V(p) is a concave function of p when p € (P2, p3).

If g4 and gy increase sufficiently rapidly as p declines in (ps,p3), the compensation
reduction effect can outweigh the output expansion effect, so a reduction in p can reduce R’s
revenue as p declines toward p,. This is the case when ®; < 0, as illustrated in Figure 1.3

Alternatively, R’s revenue can continue to increase as p declines for all p € [ ps, p3|.2*

Propositions 1 — 3 establish that a price cap can introduce two effects that are not
commonly recognized in policy discussions. First, R’s output and its revenue can increase
as the cap declines below the level at which it first binds (ps). Second, the increase in R’s

output can cause P(Q) to decline.?

To assess the practical importance of these potentially counterintuitive findings, it is
useful to consider the following baseline setting. Although our analysis abstracts from the
intertemporal considerations associated with non-renewable resources, the parameters in the
baseline setting are chosen to reflect selected elements of Russia’s activity in the oil sector,
given the world’s focus on the cap that is presently being imposed on the price of oil sold by

Russian suppliers that employ Alliance inputs.2°

We choose demand parameters a and b to ensure that in the absence of a price cap,
the equilibrium price is 70 (dollars) and equilibrium total output is 90 million units (e.g.,
barrels of oil per day) when the price elasticity of demand is — 0.75.2” This elasticity, which

exceeds common estimates of the price elasticity of demand for 0il,?® helps to ensure that the

if ®; < 0; and (ii) is equal to ps if &1 > 0.

231t is apparent from (7) that if ®; < 0, then k4 < b. When k4 is relatively small, g4 is relatively large.
Consequently, R’s revenue from supplying g4 declines relatively rapidly as p declines (reflecting a relatively
pronounced compensation reduction effect).

24 Proposition 4 (below) establishes that p; — P, becomes smaller as ca, ka, or k% increases. It is apparent
from (7) that ®; increases as ca, ka, or k't increases. Thus, Conclusion (iii) in Proposition 3 indicates that
V(p) declines as P declines throughout the entire [ P2, 3| interval when this interval is relatively small.

%In contrast, P(Q) would increase if R were denied all access to A’s input.

26The Appendix considers substantial variation of the parameters in the baseline setting.

2TIn 2021 (the year prior to Russia’s invasion of Ukraine), the average Brent oil price was approximately $71

per barrel (U.S. Energy Information Administration, 2023). The average daily world production of oil in
2021 was approximately 89.9 million barrels (bp, 2022, p. 15).

28 Caldara et al. (2016)’s review of studies of the short-run price elasticity of demand for oil reports an average
elasticity of —0.22.



specified equilibrium price and output prevail in our duopoly model when arguably plausible
values for cost parameters are adopted.?’ These considerations imply that a = 163.33 and
b =1.03703 x 1075 because:

Q p 1 70 6
2 = | — | = —-07 = b = 103703 x107°%; and
dp Q b {90,000,000] - o

P(Q) = a—0b[90,000,000] = 70 = a = 70+ 1.03703[90] ~ 163.33.

The cost parameters in our baseline setting are chosen so that, in the absence of a
price cap, R’s equilibrium marginal cost when it employs A’s input is approximately 25
(dollars), and R’s corresponding average variable cost is approximately 15.3° Furthermore,
the rival’s cost is presumed to parallel’s R’s cost when R employs A’s input (i.e., ¢ = cx
and k = ka4 + k;R). In addition, we assume c4 = fcy and ky = [ ky, and set = 0.5 to
capture R’s cost saving from employing A’s input. Table 1 records the parameter values in

the baseline setting.?!

Parameter | Parameter Value Parameter | Parameter Value
a 163.33 CN 5
b 1.03703 x 10~ kn 1x10°¢
ca 2.5 c 2.5
ka 5x 1077 k 6 x 1077
kR 1x1077

Table 1. Parameters in the Baseline Setting.

Table 2 identifies key equilibrium outcomes in the baseline setting.®?> The first column of

data implies that P(Q) = P as p declines from Dy = 71.52 to D, = 56.35.33 Thus, as indicated

29The identified equilibrium price and output can arise when equilibrium demand is substantially less elastic
if the number of industry suppliers is sufficiently large. We consider duopoly competition for analytic ease.

30Horwich (2023) estimates Russia’s marginal cost of supplying oil to be approximately $20 per barrel. The
Center for Research on Energy and Clean Air (2023) estimates this cost to be between $2.70 and $25.
Hausmann (2022) suggests that Russia’s average variable cost may be less than $6 per barrel. Kennedy
(2022)’s corresponding estimate is between $20 and $25 per barrel.

31These parameters ensure that in the absence of a binding price cap, P(Q) = 71.52, Q = 88.535 million,
R’s marginal cost (ca + kaqa + kT [qa +qn]) is 23.43, and R’s average variable cost (ca + %kA qa +

2 .
Lt [ laaten) ) i 1334,
32Tt can be verified that ®1 > 0 (so Py, = Po) in the baseline setting. (Recall Proposition 3.) ®; < 0 (so

Pv,mr > Do) if, for example, k4 is reduced by 50% (to 2.5 x 1077) while all other parameters remain at
their values in the baseline setting.

33 All entries in Table 2 (and subsequent tables) are rounded.



in the last column in Table 2, P(Q) declines at the same rate that p declines as p declines
by as much as 21% below ps;. The middle columns in Table 2 report corresponding changes
in R’s revenue. As illustrated in Figure 2 and as summarized in the last column in Table 2,

R’s revenue increases by approximately 19% as p declines from p; = 71.52 to p, = 56.35.

Price Cap R’s Revenue Variation

P, = 41.82 | | V(p,) = 2.70 x 10° Bt = (.21

_ — V(py) — V(P

Do = 56.35 | | V(Py) = 3.95x 10° | | M) — .19
(P

Table 2. Equilibrium Outcomes in the Baseline Setting.
| Figure 2 about Here]

Table 2 indicates that under arguably plausible conditions, P((Q)) declines at the same rate
that p declines for a relatively broad range of p values. Furthermore, more stringent price
caps can increase R’s equilibrium revenue considerably. Table A1l in the Appendix demon-
strates that values of ’73]3;3’72 and %ﬁ;(@ similar to those in Table 1 arise in equilibrium
as parameter values diverge from their values in the baseline setting below ps.3!

Proposition 4 identifies how production costs influence the extent of the range in which

P(Q) declines at the same rate that p declines.

Proposition 4. p; — P, increases as: (i) ca, ka, or kT declines; (ii) ¢ or cy increases; or

(7ii) ky increases if ka — b is sufficiently small.

Conclusion (i) in Proposition 4 holds because g4 increases as R’s cost of supplying g
declines (i.e., as ca, k4, or k% declines). The higher level of ¢4 increases the amount of R’s
output that is not exposed to a reduction in P(Q). A binding price cap thereby provides
R with a relatively strong incentive to expand its output aggressively, which increases the

range of p’s for which ¢4 and gy increase as p declines (so P(Q)) = p).

Conclusions (ii) and (iii) in Proposition 4 reflect in part the fact that ¢y declines as cy or
kx increases. The reduction in ¢y leads R to increase g4 for two reasons. First, it is apparent
from (1) that R’s marginal cost of supplying g declines as gy declines. This marginal cost
effect of a reduction in ¢y induces R to increase q4. Second, the amount of output that
R sells at price P(Q) declines as gy declines. This reduced exposure to the profit-reducing

effects of a reduction in P(Q) limits R’s concern about the reduction in P(Q) caused by an

34Sappington and Turner (2023) provides additional evidence to this effect.



increase in q4. This exposure effect of a reduction in gy also induces R to increase q4.%> The
increase in ¢4 induced by the marginal cost effect and the exposure effect of a reduction in
qn increases the range of p’s for which g4 and ¢y increase as p declines, for the reasons noted

immediately above.

Finally, observe that ¢ declines and P(Q)) increases as ¢ increases. The higher price and
increased potential market share for R enhances R’s incentive to increase output aggressively
when a binding price cap eliminates the exposure of some of R’s output to the corresponding

reduction in P(Q). Consequently, p; — P, increases as ¢ increases.*¢

4 Welfare.

We now examine how p can be set to limit R’s revenue without harming consumers
unduly. To do so, we assume that welfare, W (-), is the difference between consumer surplus,

S(+), and a multiple (d > 0) of R’s revenue. Formally:

W(p) = S(p)— d[p qa(p) + P(Q(P)) an(P)] (8)
where S(p) denotes equilibrium consumer surplus when the price cap is p.3” To characterize

p* = argmax { W(p) }, we first examine the properties of consumer surplus when p € (pa, p3).
Lemma 1. For p € (ps,p3), S(P) is a strictly decreasing, strictly convex function of p.

Lemma 1 establishes that consumer surplus increases at an increasing rate as p declines
in (P2, ps3). (See Figure 1.) This is the case because reductions in p and P(Q) both increase
consumer surplus. (Recall that p = P(Q) for all p € (p2,p3).) As p declines in (P2, ps3),
equilibrium output increases, reflecting the output enhancement effect. (Recall Proposition
2.) The increased output causes consumer surplus to increase more rapidly as the prevailing
price (p = P(Q)) declines.

Proposition 3 and Lemma 1 imply that welfare is a strictly convex function of p for

P € (P2, p3]. Consequently, p
improves welfare, i.e., p* < p3. This conclusion reflects in part:

* is never in (g, p3). Furthermore, a binding price cap always

35The exposure effect is relatively pronounced when P(Q) is relatively sensitive to changes in output, i.e.,
when b is relatively large (so k4 — b is relatively small).

36 Corresponding analytic conclusions about the impact of parameter values on 2 i P2 are not available.
3

Numerical solutions reveal that 23—F2

or b increases. Thus, m]{%m and P; — P, tend to become relatively large as cy and ky increase relative to
cq and k4, i.e., as it becomes relatively costly for R to “evade” the effects of the price cap. This is the
case in the baseline setting, for example, and for substantial variation in parameters around their values

in the baseline setting.

often increases as: (i) a, ca, ka, or k¥ declines; or (ii) cy, ky, k,

3

3"We assume that efficient rationing prevails, so the marginal consumer valuation of each unit of g4 that is
sold is at least P(Q).

10



Lemma 2. V(p1) < V(p3).

Lemma 2 provides the intuitive conclusion that R’s revenue is lower when the price cap
is so stringent that it induces R to set ¢4 = 0 than when no price cap is imposed. This
finding implies that if d is sufficiently large, then welfare is highest when a binding price cap
is imposed. A binding price cap also maximizes welfare when d is small because consumer
surplus increases as p declines below p3. (Recall Lemma 1 and Figure 1.) Consequently, we

have:
Proposition 5. p* € [p1,p2].

To determine how p* varies with the prevailing economic environment, it is helpful to
determine how V() and S(-) vary with p when p € (p1,p2). To do so, it is helpful to first

establish how equilibrium outputs change as p declines in (py, pa).

Lemma 3. In equilibrium, for p € (p1,02), %4 > 0, 4 < 0 <0, dQ >0, 9 >,

’ dp ) dp ) d* ) dp
and —d];(f?) <0.
p

Lemma 3 reflects standard considerations. As the price cap declines below p, the reduced
unit compensation for ¢4 induces R to reduce q4. The reduction in ¢, increases the price
at which gy and ¢ are sold, which induces increases in these outputs.>® The reduction in g4

exceeds the increase in ¢y and ¢, so Q% and @ decline, and P(Q) increases.
Lemmas 4 and 5 establish how V'(-) and S(-) vary with p when p € (p1, Pa).

8Vﬁ)§
=0«

Lemma 4. For p € (p1,p2): (1) V(P) is a strictly convex function of D; (ii)

D § Pvom Where Py, € [Py, P2); and (i) Py, > Py if P2 >0, where
®y = {kF[2b+ k] [KT(204+k)+2b(3b+2k)] +ky [2b+ K] [K" (204 k) +b* ]
+ O[5+ 6bk+2K]} en — {b[3b+2k]+[20+k] [ky +E7] V¢4

— bV —kky+ (2b+ k)K" ] [a(b+k)+bc]. (9)

95(p)
op

Lemma 5. For p € (p1,p2): (i) S(P) is a strictly concave function of p; (i) =5 z 0 &

D = Doy where D,y € (Dy, Dy )i and (iii) Doyps > Duym-

Lemma 4 reports that R’s revenue declines as p declines below p, toward py,,,, the

P € [Py, Py ] at which V(p) is minimized. (See Figure 1.) The revenue reduction reflects: (i)

38The reduction in ¢4 also reduces R’s marginal cost of producing ¢y, which enhances R’s incentive to
increase gy .
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the lower unit compensation that R receives for g4 as p declines; and (ii) the reduction in
qa that arises as p declines in (p1, p2). (Recall Lemma 3.) The convexity of V() reported
in Lemma 4 implies that V'(-) declines more slowly as p declines toward py,,, (as depicted
in Figure 1). This is the case because R’s supply of g4 declines as P declines in this range,
which diminishes the revenue-reducing compensation reduction effect of a more stringent
price cap.

Lemma 5 reports that when pg,,,, the p € [p;,p,| at which S(p) is maximized, is strictly
below P, (as in Figure 1), consumer surplus initially increases as p declines below p,. The
increase in S(-) reflects in part the lower p at which g4 is sold. The concavity of S()
reported in Lemma 5 implies that the rate at which consumer surplus increases as p declines
diminishes as p declines toward pg,,,;. The diminishing rate of increase in S(-) reflects the
reduction in g4 that R implements as p declines in (py, p2). Eventually, S(-) declines as p
declines (below Dg, ), reflecting the increase in P(@)) induced by the reduction in g4 (and
the fact that the reduction in p reduces the price at which a relatively small number of units

are sold as p approaches p1). (See Figure 1.)

For emphasis, we state the following direct implication of Lemma 4.

Corollary to Lemma 4. ov(p) < 0 if &y > 0.

This corollary states that R’s revenue declines as p increases above p; when &5 > 0.
Consequently, relaxing the price cap by raising p above the level at which it induces R to set
ga = 0 reduces R’s revenue when ®5 > 0. As (9) suggests, & > 0 if cy — ¢4 is sufficiently
large. In this case, R reduces gy relatively rapidly as ¢4 increases in response to the increase
in p above p;. The reduction in gy (sold at the relatively high price, P(Q)) reduces R’s

revenue, despite the increase in g4 (sold at the relatively low price, p).*

Lemma 5 and the Corollary to Lemma 4 imply that when ®5 > 0, an increase in p above
p1 both reduces R’s revenue and increases consumer surplus.?’ Consequently, the welfare-
maximizing price cap generates a strictly higher level of welfare than does a refusal to supply
any of the Alliance input to R (which would induce R to set g4 = 0). In contrast, such a
refusal (or setting p < p;) maximizes welfare when ®5 < 0 (so R’s revenue increases as p

increases above p;) and society is primarily concerned with limiting R’s revenue. Formally:

39®, < 0 in the baseline setting, and for the variations in the baseline parameters identified in Table A1.
®, > 0 if, for example, cy exceeds 21 while all other parameters remain at their values in the baseline
setting.

40Consumer surplus increases in part because as p increases above Py, there is no first-order effect on consumer
surplus associated with g4 (because g4 =~ 0). Furthermore, when c4 is sufficiently small relative to cy,
the increase in p induces R to increase g4 by more than ¢x and ¢ decline, so P(Q) declines.
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Proposition 6. p* > p; if &3 > 0. p* = p1 if P2 <0 and d is sufficiently large.

The properties of V(p) and S(p) in (p1, p2) provide:

Proposition 7. p* € [Dy,,,., Ps,nr ). Furthermore: (i) p* < Dg,p when Dg,py < Dy and
d > 0; (i) p* > Dyyy when Py, > Pyi (iii) P° — Pg,a as d — 0; and (iv) p* — Py, as

d — 00.

Proposition 7 states that the welfare-maximizing price cap (p*) lies between the p that
minimizes R’s revenue (py,,,) and the p that maximizes consumer surplus (pg,;,). This
finding reflects two observations. First, p* cannot lie in (pg,as, P2) when pg,pr < Po. This
is the case because if p € (Ps,ur,D2), then a reduction in p would both reduce R’s revenue
and increase consumer surplus. Second, p* cannot lie in (py, pyym) When Py, > pp. This is
the case because if p € (p1, Pram), then an increase in p would both reduce R’s revenue and

increase consumer surplus. (See Figure 1.)

Conclusion (i) in Proposition 7 reports that p* lies below ps,p, when pg,p < po and
d > 0.1 This conclusion arises because a reduction in p has no first-order effect on S(p)
when p = pg,ar. In contrast, the same reduction in p reduces R’s revenue because ¢4 declines
as p declines in (py, pa).** (Recall Lemma 3.) Conclusion (ii) in Proposition 7 reports that
p* exceeds Dy, when py,,,, > p1. This is the case because an increase in p has no first-order
effect on V(p) when p = py,,n. In contrast, the same increase in p increases consumer

surplus due to the reduction in P(Q) induced by the corresponding increase in ga4.

Conclusion (iii) in Proposition 7 provides the intuitive conclusion that p* approaches
the level of p that maximizes S(p) as the social concern with consumer surplus becomes
particularly pronounced. Similarly, as conclusion (iv) in Proposition 7 reports, p* approaches
the level of p that minimizes V(p) as the social concern with limiting R’s revenue becomes
particularly pronounced.

1
2
W(p)=29S(p)— %V(ﬁ). As p declines from p3 = 71.52 to p* = 54.31, welfare increases by
nearly 50%, from 2.40 (million dollars) to 3.58. Welfare then declines to 2.06 as p declines

from p* to p; = 41.86.%3 Table Al in the Appendix reports that the welfare-maximizing price

Figure 3 illustrates how welfare varies with p in the baseline setting when d = SO

p —pS’ZM When d—O.
ap ‘ <

42More precisely, when pg,pm < Da-

P=DsyMm P ‘79=ﬁ52M
43 Numerical solutions reveal that W (p*) often increases as: (i) ca, ka, k%, ¢, or k declines; or (ii) a, cy,
kn, or b increases. This is the case, for example, as parameters vary (substantially) around their values
in the baseline setting. These findings indicate in part that higher levels of welfare can often be achieved
when it is more costly for R to diminish the impact of a binding price cap by producing more of its output
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cap generates corresponding increases in welfare as parameter values diverge substantially
from the levels in the baseline setting. Table A2 in the Appendix reports how p*, g—;, W(p*),

W(p*) - W(ps)

. . . . 44
and W, VALY as d varies in the baseline setting.

[Figure 3 about Here]

To understand how p* changes as industry costs change, it is helpful to first determine

how equilibrium outputs change as costs change.

Lemma 6. When p € (p1,p2):

. dga dqn dQ" - >
— — — = ka = b
(i) dc<0’ dc>0’ dc<0<:) Az b,
@ < 0 if b is sufficiently small, and @ <0y
de dc
., dgy dqn Q" dq dQ
— <0, — >0, — <0, — >0 d — < 0;
(ZZ) dCA < dCA = dCA < dCA > 1 on dCA <9
., dga dqn Q" >
(111) . > 0, don < 0, . 0 & kazb,
dqg < > dQ < >
E = 0 kA = b, and E = 0 & kA = b

To understand the conclusions in Lemma 6, recall that ¢4 declines as qy increases due
to the marginal cost effect and the exposure effect of an increase in qy.*> When b is large,
P(Q) is relatively sensitive to changes in g4. Consequently, when b is large, an increase in
gy induces R to reduce g4 relatively rapidly (reflecting the relatively pronounced exposure
effect). Therefore, when b is sufficiently large, Q declines as gy increases because g4 declines

more rapidly than ¢y increases. These considerations help to explain the findings in Lemma
6 as follows.

As ¢ increases: (i) gy increases, reflecting in part the weaker competitive position of R’s
rival; (ii) g4 declines in response, reflecting the marginal cost effect and the exposure effect;

(iii) when b is sufficiently large (b > k4), g4 declines more rapidly than gy increases, causing

without employing the Alliance input.

44The absolute value sign in the denominator of the proportionate increase in welfare reflects the fact that
welfare as defined in (8) can be negative if d is suffiicently large.

45Recall that the marginal cost effect arises because R’s marginal cost of supplying g4 increases as gy
increases. The exposure effect arises because the amount of output that R sells at price P(Q) increases as
N increases.
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Q" to decline; (iv) total output declines, reflecting in part the higher industry costs; and (v)

q declines if b is sufficiently small, in which case Q¥ increases.*

As ¢4 increases: (i) ga declines, reflecting R’s higher cost; (ii) gn increases because the
reduction in g increases P(Q) and reduces R’s marginal cost of supplying qy; (iii) Q%
declines in part because the increase in gy further enhances R’s incentive to reduce g4 (due
to the marginal cost effect and the exposure effect); (iv) ¢ increases because ¢ and Q are
strategic substitutes; and (v) @ declines, reflecting in part the higher industry production

cost.

As cy increases: (i) gy declines, reflecting R’s higher cost; (ii) g4 increases, reflecting
the marginal cost effect and the exposure effect; (iii) Q% declines if b is sufficiently small,
reflecting the relatively limited exposure effect; (iv) ¢ increases if b is sufficiently small,
because ¢ and Q are strategic substitutes; and (v) @ declines if b is sufficiently small,
reflecting the relatively large decline in Q¥ in this case (due to the relatively limited exposure
effect).

These considerations help to explain how p* changes as industry costs change.

Proposition 8. When p* € (1, 2): (i) 95 > 0; (i) 9= > 0; (i) = > 0; and (iv)

dp*
den < 0.

To understand the conclusions in Proposition 8, first observe that when p* € (Dyym, Psynr)s
a more stringent price cap reduces R’s revenue and also reduces consumer surplus (by in-
creasing P(Q)). (See Figure 1.) Both effects reflect in part the reduction in g4 (which

exceeds the increase in ¢y and ¢) induced by a reduction in p.

Conclusions (i) and (ii) in Proposition 8 reflect the fact that g4 declines as c4 or ka
increases. The reduction in ¢4 diminishes the potential welfare gain from reducing p for
two reasons. First, when ¢4 is small, the surplus of consumers that purchase g4 increases
relatively slowly as p declines. Second, when ¢4 is small, R’s revenue from selling ¢4 declines
relatively slowly as p declines. Both sources of diminished benefit from reducing p toward
Pvym imply that p* increases (i.e., % > 0).

Conclusion (iii) in Proposition 8 holds because gy increases as ¢ increases, reflecting the
weakened competitive position of the rival. The increase in ¢y induces R to reduce ¢4,
reflecting the marginal cost effect and the exposure effect. The reduction in g4 implies that
R’s revenue from selling ¢4 declines relatively slowly as p declines. This diminished welfare

gain from reducing p implies that p* increases toward pg,ys (i-e., % > 0).

464 and QT are strategic substitutes.
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Conclusion (iv) in Proposition 8 arises because gy declines as ¢y increases. The reduction
in gy induces R to increase ¢4, reflecting both the marginal cost effect and the exposure
effect. The increase in g4 implies that R’s revenue from selling g4 declines relatively rapidly

as p declines. This increased welfare gain from reducing p implies that p* declines toward

Pvom (e, §5= < 0).77

Proposition 8 implies that the welfare-maximizing price cap becomes more stringent as
access to A’s input reduces R’s marginal cost more substantially (i.e., p* declines as cy — ca
increases). Intuitively, the welfare-maximizing price cap becomes more stringent as the value

of A’s input increases.

5 Conclusions.

We have examined the design of price caps as an instrument to reduce the (tax) revenue
available to a sanctioned nation without causing the world price of a key product to increase
excessively. We have shown that a price cap on a portion of a supplier’s output can have
potentially counterintuitive effects. Specifically, the price cap can increase, not reduce, the
supplier’s revenue by inducing the supplier to increase its output. Furthermore, the sanc-
tioned supplier’s increased output can cause the world price of the product to decline, not
increase.

We have also shown that the welfare-maximizing price cap often is well below the prevail-
ing market price of the product, and that a price cap can enhance welfare considerably under
arguably plausible conditions. In addition, we have shown that raising a price cap above
the level that would eliminate sales at the capped price often can both increase consumer
surplus and reduce the revenue of the sanctioned producer. Thus, moderately stringent price
caps often outperform relatively lenient or particularly severe price caps.

Our streamlined duopoly model was designed to illustrate simply and clearly potentially
subtle effects of price caps as sanctions. Future research should consider more general de-
mand and cost functions, differentiated products, more than two suppliers, and alternative
market interactions (e.g., bargaining among industry suppliers and large buyers). Future
research should also consider alternative (e.g., nonlinear) welfare functions and allow the
sanctioned supplier to act to reduce the cost it incurs when it operates without access to key
(Alliance) inputs. Future research might also consider the coordination (and enforcement)
problems that arise when the nations that impose the price cap differ in their valuations of

the sanctioned product.

4"Numerical solutions reveal that p* also often increases as: (i) a, k, or kf increases; or (ii) ky or b declines.
This is the case, for example, in the baseline setting and for substantial variation in parameters around
their values in the baseline setting.
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These model extensions likely will alter the extent to which a more stringent price cap
increases the revenue of a sanctioned supplier, the magnitude of the welfare-maximizing
pice cap, and the potential welfare gains from a price cap. However, the model extensions
seem unlikely to alter the conclusion that strategic, oligopolistic considerations merit careful

consideration in any comprehensive analysis of the use of price caps as sanctions.
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Appendix

Part A of this Appendix illustrates how equilibrium outcomes change as parameter values
diverge from their levels in the baseline setting. Part B presents the proofs of the formal
conclusions in the text.

A. Outcomes in Settings Other Than the Baseline Setting.

Parameter Variation 5353?2 V@Q&(%S(ﬁ"’) p* %; %ﬁg@
1.50a 0.21 0.19 81.08 | 0.76 0.48
0.50a 0.21 0.21 27.55 | 0.75 0.52
1.500 0.26 0.19 49.57 | 0.74 0.51
0.500 0.13 0.19 99.56 | 0.72 0.65
1.50 ¢y 0.20 0.20 55.24 | 0.77 0.46
0.50 ca 0.22 0.19 53.39 | 0.75 0.51
1.50 k4 0.15 0.18 57.86 | 0.79 0.34
0.5ka 0.35 0.15 45.36 | 0.65 0.87
1.50 kTt 0.20 0.20 55.47 | 0.77 0.46
0.50 k% 0.23 0.19 53.06 | 0.75 0.52
1.50 ey 0.22 0.20 53.58 | 0.75 0.52
0.50 ey 0.20 0.19 55.05 | 0.77 0.46
1.50 kn 0.24 0.21 51.03 | 0.71 0.60
0.50 ky 0.17 0.15 58.81 | 0.83 0.34
1.50 ¢ 0.21 0.19 54.51 | 0.76 0.50
0.50¢ 0.21 0.19 54.12 | 0.76 0.48
1.50k 0.22 0.17 96.22 | 0.75 0.63
0.50 k 0.20 0.23 51.78 | 0.77 0.36

Table A1l. The Effects of Changing Baseline Parameters.

The first column in Table A1 identifies the single parameter that is changed in the baseline
setting and the amount by which it is changed. All other parameters remain at their levels
in the baseline setting.*® The remaining columns in Table A1l identify the outcomes that
arise in equilibrium. The welfare calculations in the last column assume d = %

48For example, the first row of data in Table A1l records the outcomes that arise in equilibrium when a is
increased by 50% above its level in the baseline setting, holding all other parameters at their values in the
baseline setting.
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=k

d ik g_s W (p%) \W(Jrv[)/(—ﬁ?)/fp?,)\
0.0 |56.35|0.79 5.518 x 109 0.36
0.25 | 56.26 | 0.79 4.529 x 10° 0.40
0.50 | 54.31 | 0.76 3.579 x 10° 0.49
0.75 | 52.79 | 0.74 2.688 x 10° 0.70
1.0 | 51.56 | 0.72 1.837 x 10° 1.46
2.0 |48.36 | 0.68 | —1.325 x 10° 0.48
10.0 | 42.70 | 0.60 | —23.873 x 10° 0.18

Table A2. The Effects of Changing d in the Baseline Setting.

The first column in Table A2 identifies the value of d in the welfare function W(-) =
S(-) — dV(:). The remaining columns report the corresponding welfare-maximizing price
cap, the ratio of this price cap to the unrestricted equilibrium price (p3), the maximized
level of welfare, and the proportionate maximum welfare gain, respectively.*?

B. Proofs of Formal Conclusions in the Text"’

Proof of Proposition 1. The proof follows directly from Lemmas Al — A6 (below), which
refer to the following definitions.?!

la —cn][2b+ k] —b[a—c]
[2b+ ky +ER][204+ k] — b2

pP1 = Ca

[0+ k"] (10)

Py = Di {[a(b+Ek)+bc] [(b—i—kR) (kN—l-kA)—l-kaA—ka]
+ b[b+E][ka—0blexn +b[ky +0][b+E]ca}

where Dy = b[b+k]|[kn+kal+kn[ka—b][20+ k]

+ [kn +ka][204+ k] [0+ E"]. (11)
Py = Dig{[a(b+k)+bc][(b+kR)(kN+kA)+kaA]

+ bey[b4k)ka+bky[b+k]ca}

where D3 = b[b+k|[kn+ka| +hnEka[20+ K]

4 The relatively large welfare gain that arises when d = 1 arises in part because W (ps) is relatively close to
0 in the baseline setting when d = 1.

50Part B of this Appendix sketches the proofs of the formal conclusions in the text. Detailed proofs are
available in Sappington and Turner (2023).

5! The proofs of Lemmas Al, A2, and A4 — A6 employ relatively standard techniques, and so are omitted.
Detailed proofs of these lemmas are available in Sappington and Turner (2023).
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(12)

+ [kn +kal[2b4+ k] [b+ k"] = Dy+bky[2b+k].

Lemma A1l. Suppose p < p;. Then in equilibrium:
o . la—en][2b4 k] —bla—c]
» N T U9 hy L RE] (204 K] — 02

qa =
la—c][2b+kn+ k"] —bla—cn]
[2b+ ky + KB [2b+ k] — b2
[a—c][b+ky+ k%] +[a—cn][b+ k]
[2b+4 ky + ER][2b+ k] — b2 '

and

Y

(13)

q_

Q = qrtagv+q =

Lemma A2. Suppose p € (pi1, p2]. Then in equilibrium:
—{[36°+2b(k+kn+ k") +k(kn+E£)] [P—cal

+b[b+k*][a—c]—[20+k][b+E"] [a—cn]};

qa
— {[20+ k] [ka+ k"] [a—cn]—b[ka+E"][a—c]
(15)

= [0 (0+2K7) + k(b +K) [ [P—cal }s

gn = D
= qatav = {20+ k][b+kn][P—cal +[20+k][ka—b][a—cn]
— blka—b]la—c]}; (16)

QR
(17)

i{[kN(kA+kR)+kAkR+2bk:A—b2] [a—c]
— blka—blla—cn]—b[b+Ekn][P—ca]}; and

=
Q = qtaatay = = {[b+E][b+ky][P—cal+ [b+k][ka—b][a—cy]

"—[kR(kA+kN)+l€A(b+kN):|[a—C]}. (18)

Y

Lemma A3. Suppose p € (po, p3|, where py < p3. Then in equilibrium, P(Q) = p

_b—c,
I q_b+k7

Furthermore:
blb+k][ey —cal+kyla—p|[b+Ek]—bkn[p—c]
b[b+k]|[kn+Fkal

aa =
]CA[b+l€][(l—]5]—bkA[ﬁ—C]—b[b—Fk][CN—CA]‘
b[b+k]|[kn+Fkal

gn =



R _ [b+klla—p|-b[p—c] _a—p
Q" = qatan b b+ k] ; and @ ; (19)
Proof. (4) implies that R’s problem can be written as:
Maximize Ilp = [Pa(g+Q") —ca]qa+ [PQ"+¢) —en ] [Q" —aa]
qA,
ka 2 kn s kB 2
= 5 laa] —T[QR—C]A} —E[QR}
p if P By >»p
where Pa(q + Q") = b " 1 _(q—i—Q ) _Rp (20)
Plg+Q") if p> P(qg+@Q7).

(20) implies that the necessary conditions for a solution to R’s problem are:

oIl
Wj = Pr(q+Q") —ca—kaqa—[P(q+ Q%) —cen] +kn [QF—aqa] = 0 (21
o+ IIp - IIg
and aQR <0< W’ (22)
where aa_Ql}%R denotes the left-sided derivative of IIy with respect to Q¥, which is relevant

when P4(-) = p, and agQ—H,{* denotes the right-sided derivative of IIz with respect to QF,
which is relevant when P4(-) = P(Q).

(5) implies that the rival’s choice of ¢ is determined by:
_ p—c
—bg—c—kq =0 & = : 23
p—bg—c—kgq 1= TE (23)

Because p = a — b [q + QR], (23) implies:

p = a—b{f;;wﬂ & QF = [“_ﬁ“bbﬁ’fk—]b[ﬁ—c] (24
Because p = Pa(q+ Q™) in equilibrium, (21) holds if:
P—ca—kaqa—[p—cn]+ky[QF—qa] = 0
S en—Ca—kagqa+hknQF —kyqa = 0. (25)

(24) implies that (25) holds if:

_ b[b+Ek][cn —cal+hy[a—p][b+ k] —bky[p—c]
4 b[b+ k] [kn + ka] ' (26)

(24) and (26) imply:

R ~ kalb+k][a—p]—bka[p—c] —b[b+Ek][cn —cal
gv = Q7 —qa = bTo+ k] o+ Fr] . (27)
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(26) and (27) imply:
[b+k][la—p]-b[p—c]
blb+ k]

Qf = qu +qnv =

(23) and (28) imply:

[b+k]la—p]—b[p—c]

_ R _
@=0Q"+a= bIb+ K] b+ k] b

(20) implies:

O+
WRR = a—2bQ" —bg—cy —ky [QF —qa] — KR QT
= p—bQ" —en—knay —kK"Q" = p—[b+ k"] QF —en — kv an;
0 Un _  _opgr_y baa—kn [QF kR QR
0% a—20Q% —bg—cn+bga—ky[QF —qa] —E"Q

= p—[b+ k"] Q% —cn+bga—knan.
(29) and (30) imply that (22) can be written as:
[b+ k7] Q% +en+hvay —baa < p < [b+E¥] Q% +on+hvan.
(12), (24), and (27) imply:
p < [b+ k"] Q" +en+ knan
& [b+E ] [a(+k)+bc][ky+kal +enb[b+E] [kn + ka]
+ kn[ka(b+ Kk)a+bkac—b(b+k)(cny —ca)l
> 5 [b(b+k) (ky + ka) + ki ka (20 + k)
+ (kn +ka) (2b+ k) (b+E")] = p Ds.

(32) implies: B

p < [b+E* ] Q%+ en+kvay & D < Ps.
(11), (24), (26), and (27) imply:
[b+ k] QF +eny+hvay —bga < P
< [b+E ] [a(+k)+bc][kn+kal+enb[b+ k] [kn + ka]
+ ky[ka(b+Ek)a+bkac—b(b+k)(cy —ca)l

—b[b(b+k)(en —ca) +hya(b+k)+bkyc]

(28)

(32)

(33)
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< plb(b+k)(kn+Fka)+kn(ka—0)(2b+F)
+ (kn +ka) 20+ k) (b+ k")) = p Ds. (34)
(34) implies:

[b+ k"] Q% +en+hnvagy —bga < P

& P> D% la(b+k)+bc] [ (b+ k™) (ky + ka) + kn ka — bk |
+ blb+k][ka—blen +b[hy+b][b+k]ca} = p2.  (35)
(12), (29), (30), (33), and (35) imply:
po = [b+Ek"] Q% +cn+kngy —bga and
ps = [b+E"] Q% +en+knan. (36)

(36) implies that py < ps because g4 > 0 when p > p,. O

Lemma A4. Suppose p > ps3. Then in equilibrium:
1

@ = 3 [a—ca] [20k+2bky +2bk" + kky + kE" 4+ 307 ]
3
— la—cn ] [20k+20k" + kK" + 307 —bkn[a—c]}; (37)
1
o= 5 [a—cn][20k+2bka+ 20" + kka+kE" 4307 ]
3
—la—ca] [2bk+2bk" + kE" + 36" —bkala—c]}; (38)
1
“= 5 [a—c][2bka+2bky + kaky + ka k" + kn k"]
3
— bkala—cy]|—bkn[a —cal}; and (39)

1
QY = qutaqv = Dn la —calkn[2b+k]+[a —cn]ka|2b+ K]
3

= blka+kylla—c]} (40)
where Ds is as specified in (12).

Definitions

a1 (1), av1(pr), and gy (1), respectively, denote the values of g (-), qn(-), and q(-) specified
in Lemma A1, where p < pj.

4aa(71), aws(1), and gx(5), respectively, denote the values of ga(-), gv(-), and g(-) specified
in Lemma A2, where p € (py, p2].
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Lemma A5. lim ¢a2(p) = qai(p1), ﬁlij%l qn2(P) = qn1(P1), and  lim q(p) = qu(p1)-

pP— D1 p— D1
Lemma A6. 0 < p; < ps < p3. A

Proof of Proposition 2. The conclusions in the proposition follow directly from Lemma A3.
|

Proof of Proposition 3. (24) implies that for p € (p2, p3), R’s revenue is:

v _Ja®+E)+bc—p(20+k)]  la(b+k)+bc]p—[2b+Ek]p°
V(p) = p b[b k| = A . (41)

The value of p at which V(p) in (41) is maximized is determined by:
_ _ alb+k]+bc _
—2[2 = = = — = . 42

(12) and (42) imply that py,n < ps if:

alb+k]+be [(b‘l'k:R)(k'N‘{‘kA)‘i‘kaA}%‘FCNkA‘FkNCA

<
2[2b + k] ki +ka+ [(04+FR) (ky +ka) + kv ka ] S0,

=

[20+ k] [b4+kR] —b[b+ k] 2b+k ] - (43)

blb+ k] b(b+k)
It is readily verified that the inequality in (43) always holds, so Py, < Ps.

[kN—i-kZA]—i—kN/{?A |:

(41) and (42) imply that for p € (P2, ps3), V(P) is a strictly concave function that attains

its maximum at py; . Therefore, ‘Wa(ﬁﬁ ) <0 for D€ (Dvam, P3)-

(11) and (42) imply that ps > py; if and only if:
1
b[b+k][kny +Fkal+ [kakny —knb][20+ K]+ [kn+ka][20+Kk][b+ kR ]

Alo+k)a+be] [ (b+E") (kn +ka) +kyka—bky]

+ b[b+k][ka—blen +0[ky+b][b+Fk]ca}
alb+k]+bc
- 2[b+ k]

[(b+k)a+bc

5k } [0+ ER[2b+ k]) (ky + ka) + kin ka (2b+ k) — bl (2b+ k) |
+2b[b+k][kacy +knca—b(en —ca)] > 0. (44)

It is readily verified that:
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[0+ k" (2b+ k)] [kn + kal+ky ka[2b+k]—bky [20+ k] = —2b[b+ k] [kn + ka |+Ds.
Therefore, (44) implies that ps > Py, < ®, > 0, where:

b, = [%} (Dy—20[b+k][ky+kal}

+ Qb[b—Fk] [kACN+]€NCA —b(CN —CA)].
It is readily verified that &)1 =o,. 1

Proof of Proposition 4. Let g4(p) denote R’s equilibrium output using A’s input when the
price cap is p € [po,p3]|. Let gn(p) denote R’s corresponding output when R does not

employ A’s input. Also let Q%(p) = qa(p) + qn(P).

To prove that % < 0, observe that (36) implies:
ps = [b+ k"] Q%(ps) + en + kv an(ps)
where, from (19):
/CA[b—Fk‘] [a— ]53] —bky []53—6] —b[b+k’] [CN—CA]

an(P3) = AEIEN and

QR(ﬁ?,) _ [b—i_k][ab_[bﬁi]k_]b[ﬁ3_c] (45)

(45) implies that qy(p3) and Q¥ (ps) vary with k% only through ps. Therefore:

ops _ Q" (ps) Ops dqn(ps) Ops
gpf = Q)+ [bH K] oo Ry o kR
dan(ps)  kalb+k]+bka _ 0Q™ps)  20+k _
o5 bk [yt ke - Dy < Oand = = gy = Pr <0
dps Q" (p3)
OkR ~ 1-[b+ k| Dx—knDy = (46)
(19) and (36) imply:
P2 = [b+ k"] Q%(P2) + en + kn an(P2) — baa(p2)
blb+k][en — kyla—p|[b+k] —bky[p—
where q4(p2) = [b+ k] e CAZ])[—;+NkJ[]CZ[kij_[kA—i]_ ] v 1P C];
o kalbtE][a—pa] —bkalpy—c]—=b[b+k][eny —cal
qn(P2) = b6+ k] [k + Fa] ; and
R\ _ [btk]la—p2]—b[p—c]
Q" (p2) = E . (47)

(47) implies that q4(p2), qn(P2), and QF(py) vary with kf only through p,. Therefore:
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Op2 R r19Q"(p2) Ops dgn(P2) Op2  , Dqa(P2) Op
=2 = b+ kR = 22 g —b ;
pir = Q)+ (bR o R N = s i Op kR
9q4(p2) kn[b+ k] 4+ bky
— = = — = Dy < 0;
s blb+ k] [ky + ka] 4
Iqn (P2) kalb+k]+bka Q" (p2) 20+ k
= — = Dy <0; = — = Dr<0. (48
Opa b[b+ k] [ky + ka] N Iy b[b+ k] R (48)
(48) implies:
Ops Q" (p2)
— d 4
kR~ 1—[b+ kR Dr—knDy+0Ds" 0 (49)
20+ k kn
—bDr+bDy = b| —-||1- > 0. 50
R 4 [b(b+k)}[ I<:N+kA] (50)
Because Dy < 0 and Dr < 0 from (48), (50) implies:
1—[b+ k"] Dr—knyDy+bDs > 1—k"Dr—kyDy > 0. (51)
Because D4 < 0 from (48), (51) implies:
1— [b+k"]Dp—kyDy > 0. (52)
(49) and (51) imply:
p2 Q" (p2)
= 0. 53
OkF ~ 1—[b+ k¥]|Dpn—ky Dy +bDa (53)
(46) and (51) — (53) imply:
Ops  Op R(p 1—[b+kB| Dg—knD
ﬁ—ﬁ<0<:>@(233)< [ | Dr = ki Dy : (54)
(%R 3kR QR(pg) 1—[b—l—]€R]DR—]{?NDN+bDA
(24) implies that gﬁgggg < 1. Furthermore, because 1 — [b + k:R} Dp—knyDy+bDy > 0

f; 51):
rom (51) 1— [b+kR] D — ky Dy

1—[b+kB]Dr—kyDn+bDy

>1 & Dy < 0.

(55)

(48) implies that the last inequality in (55) holds. Therefore, (54) holds. Consequently,

because p3 > Py > 0 from Proposition 1, (46) and (54) imply that et

To prove that 8(’36—7_2) > 0, observe that (11) and (12) imply:
Ops  Opy blb+klka  b[b+k][ka—0] -
60N aCN n D2+bk3N[2b—|—]{7] D2

& Dy—ky[2b+k][ka—b] > 0.

It is readily verified that the inequality in (56) holds.

ps—p2) )

Okl
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To prove that 2Z=F2) < 0 observe that (11) and (12) imply:

Ocy
Ops _Op» _ _ blb+klky _ b[b+k][ky+b] _
80,4 8CA N D2+b]€N[2b+kJ] D2
= D2—|—]€N[2b+k][k’]\/+b] > 0. (57)

It is readily verified that Dy > 0, so the inequality in (57) holds.

To prove that 22—r2) S %2) 0, observe that (11) and (12) imply:

0(ps — P2) s ’fA{b+kR]+kN[’fA+kR+b] Cha[b R by [t k]
de - D3 DQ

& b[b+k|[ky+kal+kn[ka—b][2b+k]+ [kn+Eka][2b+Fk][b+ k"]

> [(b+&") (ka+ky)+ky(ka—b)][2b+k] < b[b+k][kn+Fka] > 0.

The proofs of the remaining conclusions are similar, but more tedious. See Sappington
and Turner (2023) for details. W

Recall that welfare is:

W(p) = Sp)—d[Dpaa+(a—blagat+av+q])an] = S(p)—dV(p)  (58)

where d > 0 is a parameter and S(-) denotes consumer surplus. The gross value that
consumers derive from () units of output is:

b
Sla-P@]Q+P@Q = 5la+PQ]Q = 5la+a—bQ]Q = Q-5 Q"
Therefore, consumer surplus when the price cap is p is:

S(p) = aQ 5 @~ pas— P(Q) [ax +a). (59)

Proof of Lemma 1. (19) implies that when p € (p2,p3) (so P(Q) = p), Q = L2 =
99 — _ £. Therefore, (59) implies:

op
aS(p) ~ a—p

) 1
— <0 = = - >0. 1 60
op b a@f b (60)

Proof of Lemma 2. Lemmas Al and A3 imply that because ¢4(p1) = 0 and P(Q(ps)) = ps:
la —cn][2b+k]—bla—c]
[2b+ ky + ER][2b4+ k] — b2

V(p1) = pran(P1) = P

[b+k][la—ps]—b[p3s—c]
blb+k] '

V(ps) = ps Q(ps) = ps (61)

Definition. Dy = [2b+ ky + k"] [20+k] —b°. (62)
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Because p; < ps, (61) and (62) imply that V(p;) < V(ps) if:

(B = [a—cN][2bl—;]\/;;]—b[a—c] - [b—i—k][ab—[f;ﬂ;]b [ps —c] _ O™(7s)
alb+k]+bc—cn[20+ K] [b+k]la+bec—[20+Fk]ps
< Dn = b [0+ k]

- la(b+k)+be][b+ky+k%] +enb[b+Fk]

D3 . 63
Dy - b (63)
(12) implies:

la(b+k)+bc][(b+kR) (ky +ka) +knka] +ben [b+k]ka+bkn[b+E] ca
bb+k][kn+kal+knka[2b+F]+ [kn+FEka][20+ K] [0+ kF]

D3 =
(64)

As established in the proof of Proposition 4, ps is increasing in k4. Therefore, (64) implies
that because k4 < ky by assumption:

la(d+ k) +bc) [2ky (b+ER) + (kn)?] +ben [b+ k] ky +bky [b+ K] ca
2b [b+k]ky + (kn)?[20+ K]+ 2kn [20 4 k] [b+ kE] '

(65)

(12) implies that ps is increasing in c4. Therefore, because c4 < ¢y by assumption, (65)
implies:

la(b+K)+bc][2ky (0+E) + (kn)?] +2ben [b+ k] ky
20[b+ k) ky + (kn)” [20+ K]+ 2kn [204 k] [b+ kE]

_la(b+k)+be] [b+EE+ 5] +bey [b+ k]
[2b+ k] [2b+ kR + 50 ] — b2 '

(62), (63), and (66) imply that the Lemma holds if:

la(b+k)+be] [b+ kR + 5] fbey [b+ k)
[2b+ k] [2b4 kR 4 5] — b2

la(b+k)+bc][b+ k" +ky]+bey [b+ k]
[20+ k] [2b+ kB 4 ky] — b2 '

It can be verified that this inequality holds. W

Proof of Proposition 5. Proposition 3 and Lemma 1 imply that W () is a strictly convex
function of p for p € (ps,p3). Therefore, p* ¢ (P2, p3). Lemma Al implies that W(p) =
W(py) for all p < p;. Lemma A4 implies that W (p) = W (p3) for all p > p3. Therefore,
p* € [p1,p2] U ps-

It remains to show that p* # p3. The proof of Lemma 2 establishes that:
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Q") < Q"(p3). (67)
Lemma A6 and Proposition 2 imply:
Q" (ps) < Q"(p2) . (68)

(67) and (68) imply that Q%(p;) < Q% (p3) < QF(p2). QF(p) is continuous and monoton-
ically increasing in p for p € (p1,p2) (from Lemma A2). Therefore, the intermediate value
theorem implies that there exists a pgr € (p1, p2) such that:

Q%(pr) = Q"(p3). (69)
(5) implies that the rival’s output ¢ is determined by:
a—b[Q"p)+a(p)] —c—ba(p) —ka(p) = 0. (70)
(69) and (70) imply: ) = a(p) (71)
(69) and (71) imply:
Q(prp) = Q(ps) and P(Q(pr)) = P(Q(ps)). (72)

R’s revenue is:

Va(pe) = Pe 9a(PE) + P(Q(PE)) an(PE)
< P(Q(pr)) qa(pe) + P(Q(PE)) an(PE)

= P(Q(pr)) Q"(Pr) = P(Q(Bs)) Q"(s) = Va(ps). (73)

The inequality in (73) holds because pr < P(Q(pg)), since pg € (p1,p2). The penultlmate
equality in (73) reflects (72). The last equality in (73) holds because P(Q(ps)) =

(59) and (72) imply:

S(@r) = 0 Q(e) — 3 Qpe)’ ~ P(QE)) [a(pe) + ax(pe)] — e aa(pe)

> a Q(pE) — 3 Q(pr)’ — P(Q(Pr)) [4(PE) + an(PE) + 44(PE)]

= 4 Q) — 5 Qs — P(Q(p) Qrs) = S(7s). (74)
The inequality in (74) holds because pr < P (Q(pg)), since pg € (p1,p2). (73) and (74)

imply that consumer surplus is higher and R’s revenue is lower when p = pp than when
p = P3. Therefore, W(pg) > W(ps), so p* # p;. W

Proof of Lemma 3. The conclusions in the lemma follow directly from Lemma A2. B
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Proof of Lemma 4 and its Corollary.

Define Va(5) = qaa(p) D + ana(p) P(Q2(P)) (75)

where qa2(p) and qn2(p) are as defined in (14) and (15), respectively. Observe that Va(p) =
V(p) for p € [p1, p2]. Because P(Q2) = a — bQ2, (75) implies:

Vo(p) _ -, Oax Oany _y 0
9P qaz2 +D op op dN2 (= o

(2) and Lemma A2 imply that & q‘)” = ?;(;1;22 = ;;‘1)22 = g( Q)"’ = 0. Therefore, (76) implies:
0*Va(p) _ 9 Oqaz 9p 292 0Qs Oqn2
d(p)? op op  Op
The inequality in (77) holds because D > 0 by assumption, so 8%;32 > 0 from (14), 2 p > 0
from (18), and 8(3_1;2 < 0 from (15).

+ P(Q2) (76)

> 0. (77)

Pvym = argmin { 172(]5)} is unique and is determined by:
p
MVa(pram) _ OVa(p)
op -~ Op

= 0. (78)
p:ﬁVQm
This is the case because (2), (14) — (18), and (76) imply that BVQ(p ) is a linear function of p.

Therefore, 172(]5) is a quadratic function of p. Consequently, (77) implies that VQ( ) has a
unique minimum that is determined by (78).

To prove the Corollary to Lemma 4 and thereby establish that py,,, > p; when ®; > 0,
observe that R’s revenue is:

V() = pqa+P@Q) gy = paa+]a—bQ]qn. (79)
(79) implies that the Corollary to Lemma 4 holds if:
OV (p1) _ 0qa Q) dgn
— = — —b == P — < 0, 80
o autp s bt (@) % (80)
where: (i) aﬂg}gp ) — 83;? ) . denotes the right-sided derivative of V (-); (ii) 88%‘, %I—g
and 9 pertain to the quantities identified in Lemma A2; and (iii) g4, qn, and @ are as

deﬁned in Lemma Al.

Lemma A2 implies that when p € (p1, p2):

Oqn _bk:+2bk;R+k:k;R+bQ' dga B and 0Q b+ k] [b+ kn]
op D " 9p D’ p D
where E = b[3b+2k]+ [2b+k] [ky +E%]. (81)

Lemma Al implies that when p < pq:
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_ la—cen][20+ k] —b[a—c] _la—c][20+ky+ER] —b[a—cn]
gN = B y 4 = B )
aEB—bla—cn][b+k]—=b[b+ky+kT][a—c]

and P(Q) = z . (82)

(80) — (82) imply that because g4 = 0 when p = p; (from Lemma Al):

é“g;pl) N DlE{plE —b[b+k][b+ky][(a—cn)2b+k)—bla—c)]
—[aE—b(a—cy)(b+k)—b (b+kn+E") (a—c)]
c[bk+ 20k + EER+ V7] ). (83)

Tedious calculations reveal that the expression in (83) is strictly negative when ®5 > 0.

It remains to prove that py,,, < P,, which is established by demonstrating that 9 Vp(p ) ~
P=Dpa
> 0. Define V5(p) = p qa(:) + P(Q(+)) gn () for p € (p1,D2). Because P(Q) = a —b@Q:
RAD) an dan 2Q

where g4, qn, and (@ are as specified in Lemma, A2, evaluated at p = py. Because py = P(Q),
(84) implies:

0~ Va(po) _ [ 9qa | Oqn Q)
= 20 a4 L TIN | gy 22
ap qa + P2 op + ap qn op (85)
(30) implies:
pr = [b+ k"] Q% ton thvay —baa = Kfqa+ [b+ky +k gy +en.  (86)

(85) and (86) imply:
9~ Va(p2)

Jdga  Ogn dq
9

= k" kn + k" — | —bgy == > 0. (87
QA+[ QA+(N+ )quLCN}[ap—'—@p N@p (87)
The inequality holds here because 85’? + an = % > 0 (from (16)) and g—g < 0 (from
(17)). |

Proof of Lemma 5. As in (59), define:

Sy(p) = an(ﬁ)—éQ2(I7)2—QA2(15)17—[Q2(p)+qu( )] P(Qa(p)) (83)

where ¢a2(p), qn2(P), ¢2(P), and Q2(p) are as defined in (14), (15), (17), and (18), respec-
tively. Observe that Sg( ) = S(p) for p € [p1, P2 .

(88) implies that because P(Q2) = a —bQ2 and Q3 = qas + qn2 + G2

8§2(}3) . 0q42 8Q2
2P (@) -] P2 0 T (e ] - (9
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+b3Q2 {3611\12 %} _ Oqar <0.  (90)

_.l_
op op | Op  Op op
The inequality in (90) holds because Lemma 3 implies thautag—g2 > 0, 88;%2 > 0, aqa_,;z < 0,
and %—‘;f < 0.

Ps,m = argmax { Sy (p) } is unique and is determined by:
P

083 (Ps,u) _ 05a(p)
op - 0p

~ 0. (91)

P=DPSyM

This is the case because (2), (14) — (18), and (89) imply that %}gﬁ) is a linear function of p.

Therefore, §2(ﬁ) is a quadratic function of p. Consequently, (90) implies that Sy (p) has a
unique maximum that is determined by (91).

To prove that ps,nr > Pram, define H(p) = a @y — %Q% —[a —bQ2]ge. Observe that:

; 9y O

(3];1(9}7) _ [a—ng]aa—%—[a—ng]a—q;—i—b%qQ (92)
PH(p) _ (@)2 9Qs 94

> o = T) e g <0 (93)

where ¢ and @)y are defined in (17) and (18). The inequality in (93) holds because % >0
and %—? < 0, from (17) and (18). (92) implies:

OH (pz) OH(p) _0Q2  _ Og 0Qs ,_
— = << _p, == Xz . 4
op op IR G 8ﬁ+b op (p2) > 0 (94)

pP=Dp2

The inequality in (94) holds because 88;%2 > (0 and %—‘g < 0, from (17) and (18). The concavity
of H(p) established in (93), along with (94), imply:

aH—®>0forallﬁ<ﬁ2 = M>o. (95)
ap op

The implication in (95) holds because Py, < pa, from Lemma 4.
(76) and (91) imply:
op op op op
where qa2(-), qna(+), and @Qa(-) are defined in (14), (15), and (18), and evaluated at py,,.

qne2(-) + qa2() + Pvam = 0 (96)

(89) implies:

9S:(p) 0Qs dgs , 0Qy
o5 [a_bQ2]8_ﬁ_[a_bQ2]8_ﬁ+b8_pQ2
Lo bQy) 202 4y 0 p 2042 (97)

p L2 _ _
op + op qN2 — qa2 — D op



where qa2, qn2, G2, and Q2 are defined in (14), (15), (17), and (18). (97) implies:

0S5 (Bvym g 099
2(8];\/2 ) _ [a _ bQ2(ﬁV2m)] % - [Cl — bQ2<ﬁV2m)] a_ + b ;2_2 QQ(szm)
. aH(ﬁng)
= —613 > 0. (98)

The last equality in (98) reflects (96). The inequality in (98) reflects (95).

(90) implies that Sy(p) is a strictly concave function of p. Therefore, pvym < Ps,m
because: (i) w = 0 from (91); and (ii) % > 0, from (98).
P P

To prove that pg,ps > pi1, it suffices to establish that o SQ(’”) = a+582p(’71) >0
P=p1
Lemma Al implies that g4 = 0 when p = p;. Therefore, (59) 1mplies:
0+ Sa(p1) 9qa oQ
—F = |P — — +0 — > 0. 99
o [P(Q) — 1] o [an +q] o (99)

The inequality in (99) holds because %L:“ > 0 and %g > 0 from Lemma 3, and because
P(Q) > py when p € (py1, p2). N

Proof of Proposition 6. The first conclusion in the Proposition holds because (58) implies
that when if ®, > 0:
0" Wy (p1) 0" Wa(p) 0" S5(p1) 0 Va(p1)

= =20 — —d > 0. 100
op b | 0p ap (100)

The inequality in (100) holds because when ®; > 0: (i) o ‘ggpl) < 0 from the proof of
Lemma 4 and its Corollary; and (ii) m > 0 from (99).

The second conclusion in the Proposition holds if V(p;) < V(p) for all p > p; when d
is sufficiently large and ®, < 0. The proof of Lemma 4 and its Corollary establishes that:
9"V (p)
op

> 0 when ¢ < 0. (101)
P=p1
V(p) is a strictly convex function of p for p € (p1, p2), from Lemma 4. Therefore, (101)
implies that V' (p) is a strictly increasing function of p for p € [p1, p2 | under the maintained
conditions. Consequently:

V(p1) < V(p) forall p € (p1,p2]. (102)
Lemma 2 implies that under the maintained conditions:
Vi(p1) < V(ps)- (103)

(41) implies that V(p) is a strictly concave function of p for p € (P2, p3). Therefore,
(102) and (103) imply:
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V(p) > V(py) forall p € (pa,p3]. (104)
The conclusion follows from (102), (104), and Proposition 5. W

Proof of Proposition 7. To prove that p* < pg,s, suppose that p* > pg,ns. 52(]5) is a
strictly concave function of p, from Lemma 5. Therefore, because p* > pg,r, (91) implies:
95(p*) _ 05:(Ps,m)
- < -
op op
‘72(15) is a strictly convex function of p, from Lemma 4. Therefore, because py,m < pPs,m
from Lemma 5 and because p* > pg,n by assumption, (78) implies:

Vo) _ ValBsnr)  OVal(Bvom)
Ip op Ip
(105) and (106) imply that R’s revenue declines and consumer surplus increases as p

declines below p*. Therefore, p* is not the welfare-maximizing value of p. Hence, by contra-
diction, p* < Pg,um-

= 0. (105)

= 0. (106)

To prove that p* > Dy,,,, suppose that p* < py,,,. 172(17 ) is a strictly convex function of
P, from Lemma 4. Therefore, because py,m < Ps,nr from Lemma 5, (78) implies:

a(p)  OVa(Pvym)
- < -
op op
Sy (p) is a strictly concave function of p, from Lemma 5. Therefore, because py,m < Ds,nmr
from Lemma 5 and because p* < py,.,, by assumption, (91) implies:

0S:(17) _ 0S:(vam) . 052(Psur)
op op op
(107) and (108) imply that R’s revenue declines and consumer surplus increases as p

increases above p*. Therefore, p* is not the welfare-maximizing value of p. Hence, by
contradiction, p* > Pyy,,-

= 0. (107)

= 0. (108)

To prove conclusion (i) in the Proposition, define WQ() = S5(-) — dVi(-) and observe
that when pg,,, <P, and d > 0:
V(D)

OWa(p) _ o) __y Va(Prum)
op op op

P=DPsyM

= 0. (109)

The inequality in (109) holds because: (i) Dg,5s > Dyym, from Lemma 5; and (ii) Va(-) is a
strictly convex function of p, from Lemma 4. (109) implies that pg,,, > P* because W5(-) is

a strictly concave function of 7 (because Ss(-) is a strictly concave function of p and Va(+) is
a strictly convex function of p).

To prove conclusion (ii) in the Proposition, observe that when py,,, > D;:
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aWQ(ﬁ) _ 352(5\/2771) - 852(2_9521\4) _ 0 (110)
op op Ip '

ﬁ:ﬁng

The inequality in (109) holds because: (i) Dg,5s > Prym, from Lemma 5; and (ii) So(+) is a

strictly concave function of p, from Lemma 5. (110) implies that p* > py,,, because Ws(:)
is a strictly concave function of p.

Conclusions (iii) and (iv) in the Proposition follow immediately from (58) because p* €
(P1, D) is a non-increasing function of d. This is the case because (58) implies that when
7 € (Pr:p2):

0S(p) L OV) _ L OS0) o _over) V) o _
op op d(p)* od op d(p)* od
o o L ovr)
N _ - % s TP (111)
od 225(p*) _ g V() 2W (p*) op
o(p)? a(p)? a(p)?
The last conclusion in (111) holds because Lemmas 4 and 5 imply that 828"}([7]3()’?) < 0.
It remains to prove that %ﬁf*) > 0. To do so, suppose that %(ﬁﬁ*) < 0. Then:
o< DVom, - (112)

(112) holds because: (i) Va(p) is a strictly convex function of p, from Lemma 4; and (ii)
w = 0, from (78). Furthermore, because Sy (p) is a strictly concave function of p,
from Lemma 5: ~
0S5(p) _ B
——— > 0 forallp < pg,um- (113)
op
Observe that:
ﬁ* < ﬁVQm < ﬁSQM' (114)

The first inequality in (114) reflects (112). The second inequality in (114) reflects Lemma 5.
(91), (113), and (114) imply:

95 (7
207 . (115)
Ip
Because 220~ g (from (115)) Walr) (by assumption), and p* € (py,p2) (b
5 , 5 y ption), and p* € (p1,p2) (by
assumption), consumer surplus increases and R’s revenue declines as p increases above p*.
Therefore, p* cannot be the welfare-maximizing value of p. Hence, by contradiction, Wep') >

op -

. . 95*
0. Consequently, (111) implies that %> < 0. H

Proof of Lemma 6. The conclusions in the lemma follow directly from Lemma A2. W
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Proof of Proposition 8. (59) implies that consumer surplus is:

S = 2" +[a-Ploa—bQas. (116

(116) implies that p* is the solution to:

b
Max%mize W = §Q2+[a—ﬁ]qA—quA— dpqa—daqy +dbQqy . (117)

(117) imply that for p € (py, pa):
Cii—vg =0 < {b[b+k][b+ky]—b[30*+2b(k+ky+E")+k(ky+E")]
—db[b(b+2K") +k(b+E")]}Q
— [D4+b(b+k)(b+ky)+dD] ga+db[b+k][b+Ekn] qn
— {302+ 20 [k+ky+ k"] +k [kn + k7]
+ d (302 +2b(k+ky+E") +k (kx+5%)]}D
+ {307+ 2b [k +kn + K] + k[ by + £
+ d[b(b+2k")+k(b+E")]}a = 0. (118)
The coefficient on @ in (118) is readily shown to be:
—b[20* + bk +bky +2bk% + kER + b2d+2bd k" +bdk +dkER] < 0. (119)

The coefficient on — g4 in (118) is readily shown to be:
[1+d){[2b+Fk][ky (ka+ k") +kak™] +bka[3b+2k] =V [b+k]}
+b[b+E][b+Eky] > 0. (120)

(118) — (120) imply that if p* € (p1,p2), p* is determined by:
G—gp" = 0, where (121)
G = db[b+k][b+kn] qn
+ {30+ 20 [k+ky + k"] +k [ky + k7]
+ d[b(b+2k")+k(b+k%)]}a
—b[20* + bk +bky +2bk% + kKT 4+ b2d
+ 2bdER +bdk+dEER]Q

— {[1+d]|D+b[b+k][b+kn]} qa, and
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= {30 +2b[k+ky+ k"] +k[ky+E"]

+ d[30*+2b(k+ky+E%) +k (kv +E%)]} > 0. (122)

To prove that % > 0, observe from (122) that = 0. Therefore, (121) implies that

for parameter x:

:“I
ST

dp* _ Gy — D Yo

m__* :vd Gi_ d_*:O == 12
[Gz — D" gz ]dz +[Gy — gldp T =G (123)
(2) and (122) imply that because D > 0:
d
Go, = db[b+k][b+ky] 2¥
dCA
2 R R 2 R ry 4Q
—b[20°+bk+bky+2bk" +kET+0°d+ 2bdET +bdk+dEkEY]) —
CA
dga
— {[1+d]D+b[b+k][b+kN}}— > 0. (124)
dca

The inequality in (124) holds because Lemma 6 implies that d“ <0, qu > 0, and dQ < 0.

(2) and (122) imply:

d
Gy = db[b+k][b+kN]%
— b[2b2+bk+ka+2bk:R+kkR+b2d+dekR+bdk+dk:kR]di
dqa
— {[1+d}D+b[b+k][b+kN]}—p < 0. (125)

The inequality in (124) holds because Lemma 3 implies that qu >0, d;iv < 0, and dQ > 0.

122) implies:
(122) fmp o, = 0. (126)

Ge
4- > 0.

(122) - (126) imply that 52 = A

The proofs of the remaining conclusions are similar, and so are omitted. W
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Figure 2. R’s Revenue V(p) in the Baseline Setting.
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